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The Nascent Field of NLP Interpretability

* NLP researchers published focused analyses of linguistic structure in neural models as
early as 2016, primarily studying recurrent architectures like LSTMs.

* The growth of the field, however, also coincided with the adoption of Transformers!

* To serve the expanding NLP-Interpretability community, the first BlackBoxNLP workshop
was held in 2018.

* ltimmediately became one of the most popular workshops at any ACL conference.

* ACL implemented an “Interpretability and Analysis” main conference track in 2020
reflecting the mainstream success of the field.
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Earlier Techniques in NLP Interpretability

* Distributional semantics and representational similarity

* Interestin vector semantics exploded in the NLP community after word2vec popularized many
approaches to interpreting word embeddings.

* Distributional semantics has generalized to representational similarity methods and vector space
analogical reasoning.

e Attention maps

* |n BERT models, the concurrent discovery of both a correlational and causal relationship between
syntax and attention demonstrated the case for attention maps as a window into how Transformer LMs

handled complex linguistic structure.

* Neuron analysis and localization

 Component analysis and probing
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Probing

* The probing classifier g: f!(x) — z maps intermediate representations to some input
features (labels) z, which can be, for instance, a part-of-speech tag), or semantic and
syntactic information.

* From an information theoretic perspective, training the probing classifier g can be seen as
estimating the mutual information between the intermediate representations fl(x) and
the property z, which we write I(Z; H), where Z is a random variable ranging over
properties z, and H is a random variable ranging over representations fl(x) :

Belinkov, Probing Classifiers: Promises, Shortcomings, and Advances
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Motivation of Probe Tasks

* If we can train a classifier to predict a property of the input text based on its
representation, it means the property is encoded somewhere in the representation.

* |f we cannot train a classifier to predict a property of the input text based on its
representation, it means the property is not encoded in the representation or not encoded
in a useful way, considering how the representation is likely to be used
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Probe Complexity

* Arguments for “simple” probes

* we want to find easily accessible information in a representation

* Arguments for “complex” probes

* useful properties might be encoded non-linearly

Slide Credits: Mohit lyyer, UMass CS685
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Control Tasks
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Sentence 1  The cat ran quickly
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Controltask 10 37 10 15 3

Sentence 2  The dog ran  after !

Part-of-speech DT NN VBD IN :
Controltask 10 15 10 42 42
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Designing Control Tasks

* Independently sample a control behavior C(v) for each word type v in the vocabulary
* Specifies how to define y; € Y for a word token x; with word type v

* Control task is a function that maps each token x; to the label specified by the behavior
C(x;)
fcontrol(xl:T) — f(C(IL‘l), C(.’L’Q), O(fET))

Slide Credits: Mohit lyyer, UMass CS685
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Mechanistic Interpretability

A New Paradigm or, ‘Old Wine in New Bottle’?



Mechanistic?

Naomi Saphra® Sarah Wiegreffe*
The Kempner Institute at Harvard University  Ai2 & University of Washington
nsaphra@fas.harvard. edu wiegreffesarah@gmail.com

In fact, when work 1s labelled as mechanistic
interpretability research, the label may refer to:

I. Narrow technical definition: A technical 3. Narrow cultural definition: Any research
approach to understanding neural networks originating from the MI community.

through their causal mechanisms. o
4. Broad cultural definition: Any re-

search in the field of Al—especially

2. Broad technical definition: Any research LM—interpretability.

that describes the internals of a model, includ-
ing its activations or weights.
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S0, What is Mechanistic Interpretability (MI)?

* Elhage et al. (2021) provided the first explicit definition of Ml:

“attempting to reverse engineer the detailed computations performed by Transformers,
similar to how a programmer might try to reverse engineer complicated binaries into
human-readable source code.”

* Recent definitions, such as that of the ICML 2024 MI workshop use similar wording:

“ ..reverse engineering the algorithms implemented by neural networks into human-
understandable mechanisms, often by examining the weights and activations of neural
networks to identify circuits . . . that implement particular behaviors.”

s 7l
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Coinage of the Term Ml and Initial Works

How do scientists understand complex systems?

« ZOOM IN to study the components of the systems
* For example, scientists study properties of materials based on the structure of their atoms

* Similarly, to study complex neural networks, studying individual neurons can be insightful

* Thisisthe idea behind mechanistic interpretability
* First employed in Convolution Neural Networks (CNNs) by Chris Olah et al.

Olah, et al., "Zoom In: An Introduction to Circuits", Distill, 2020.
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‘Circuits’

* Acircuitis a computational subgraph of a neural network, with neurons (or, their linear
combination) as nodes connected by the weighted edges that go between them in the
original network.

Olah, et al., "Zoom In: An Introduction to Circuits", Distill, 2020.
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‘Circuits’

® positive (excitation)
® negative (inhibition)

Windows (4b:237)
excite the car detector
at the top and inhibit
at the bottom.

Car Body (4b:491)
excites the car
detector, especially at
the bottom.

Wheels (4b:373) excite
the car detector at the
bottom and inhibit at
the top.

» A car detector (4c:447)
" is assembled from
earlier units.

Olah, et al., "Zoom In: An Introduction to Circuits", Distill, 2020.
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4 ° ° b
Circuits
THREE SPECULATIVE CLAIMS ABOUT NEURAL NETWORKS

Claim 1: Features

Features are the fundamental unit of neural networks.

They correspond to directions. ' These features can be rigorously
studied and understood.

Claim 2: Circuits
Features are connected by weights, forming circuits. 2
These circuits can also be rigorously studied and understood.

Claim 3: Universality

Analogous features and circuits form across models and tasks.

Left: An activation atlas [13] visualizing part of the space neural network features can
represent.

Olah, et al., "Zoom In: An Introduction to Circuits", Distill, 2020.
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Circuit in GPT-2 for 10l Task
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Circuit in GPT-2 for 10l Task
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Figure 1: Left: We isolated a circuit (in orange) responsible for the flow of information connecting
the indirect object ‘Mary’ to the next token prediction. The nodes are attention blocks and the edges
represent the interactions between attention heads. Right: We discovered and validated this circuit
using activation experiments, including both patches and knockouts of attention heads.

Wang, et al., Interpretability in the Wild: a Circuit for Indirect Object Identification in GPT-2 Small

Anwoy Chatterjee
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M| Workflow for Finding Circuits

1. Observe a behavior (or task) that a neural network displays, create a dataset
that reproduces the behavior in question, and choose a metric to measure the
extent to which the model performs the task.

2. Define the scope of the interpretation, i.e. decide to what level of granularity
(e.g. attention heads and MLP layers, individual neurons, whether these are
split by token position) at which one wants to analyze the network. This results
in a computational graph of interconnected model units.

3. Perform an extensive and iterative series of patching experiments with the goal
of removing as many unnecessary components and connections from the
model as possible.

Conmy et al., Towards Automated Circuit Discovery for Mechanistic Interpretability
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M| Workflow for Finding Circuits

1. Observe a behavior (or task) that a neural network displays, create a dataset
that reproduces the behavior in question, and choose a metric to measure the
extent to which the model performs the task.

Conmy et al., Towards Automated Circuit Discovery for Mechanistic Interpretability
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Ml Workflow for Finding Circuits: Step 1 Examples

Task Example Prompt Output Metric

1: 101 “When John and Mary went to the * John” Logit
(Appendix F.2) store, Mary gave a bottle of milk to” difference
2: DDCStﬁﬂg def f(self, files, obj, state, size, “_shape” LOgit
(Appendix H.1) shape, option): difference

"""document string example

:param state: performance analysis
:param size: pattern design
:param

3: Greater-Than

“The war lasted from 1517 to 15”7

“18” or “19” or

Probability

(Appendix G) ...or “99” difference

4: tracr-xproportion  ["a", "x", "b", "x"] [0, 0.5, Mean Squared
(Appendix I.1) 0.33, 0.5] Error

5: tracr-reverse (o, 3, 2, 1] [1, 2, 3, 0] Mean Squared
(Appendix 1.2) Error

6: Induction “Vernon Dursley and Petunia Durs”  “ley” Negative log-
(Section 4.2) probability

Table 1: Five behaviors for which we have an end-to-end circuit from previous mechanistic in-
terpretability work, plus Induction. We automatically rediscover the circuits for behaviors 1-5 in

DU

Section 4. Tokens beginning with space have a prepended for clarity.

Conmy et al., Towards Automated Circuit Discovery for Mechanistic Interpretability
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M| Workflow for Finding Circuits

2. Define the scope of the interpretation, i.e. decide to what level of granularity
(e.g. attention heads and MLP layers, individual neurons, whether these are
split by token position) at which one wants to analyze the network. This results
in a computational graph of interconnected model units.

Conmy et al., Towards Automated Circuit Discovery for Mechanistic Interpretability
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Ml Workflow for Finding Circuits: Step 2 Examples

* To find circuits for the behavior of interest, one must represent the internals of the model
as a computational directed acyclic graph (DAG).

* Current work chooses the abstraction level of the computational graph depending on the
level of detail of their explanations of model behavior.

* Forexample, at a coarse level, computational graphs can represent interactions between attention
heads and MLPs.

* At amore granular level they could include separate query, key and value activations, the interactions
between individual neurons, or have a node for each token position.

Conmy et al., Towards Automated Circuit Discovery for Mechanistic Interpretability

LLMs: Introduction and Recent Advances @ Anwoy Chatterjee



https://www.lcs2.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/
https://home.iitd.ac.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/
https://arxiv.org/pdf/2304.14997

Ml Workflow for Finding Circuits Step 3: Activation
Patching

The importance of nodes/edges are tested by using recursive activation patching:
1) overwrite the activation value of a node or edge with a corrupted activation,

i) run aforward pass through the model, and

i) compare the output values of the new model with the original model, using the chosen
metric

Conmy et al., Towards Automated Circuit Discovery for Mechanistic Interpretability
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Activation Patching
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Zhang and Nanda., Towards Best Practices of Activation Patching in Language Models: Metrics a
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Activation Patching

The method involves a clean prompt (X, ... €-8., he Eiffel Tower is in”) with an associated answer r
(“Paris”), a corrupted prompt (X, €-8-, “The Colosseum is in”), and three model runs:

1. Clean run: run the modelon X, and cache activations of a set of given model components, such as MLP
or attention heads outputs.

2. Corrupted run: run the modelon X, and record the model outputs.

3. Patched run: run the model on X ... With a specific model component’s activation restored from the
cached value of the clean run.

Finally, we evaluate the patching effect, such as P(“Paris”) in the patched run (3) compared to the
corrupted run (2). Intuitively, corruption hurts model performance while patching restores it.

Patching effect measures how much the patching intervention restores performance, which
indicates the importance of the activation.

Zhang and Nanda., Towards Best Practices of Activation Patchingin Language Models: Metrics a
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Activation Patching: Metrics

* The patching effect is defined as the gap of the model performance between the

corrupted and patched run, under an evaluation metric. Let cl, *, pt be the clean,
corrupted and patched run.

* Probability: IP(r); e.g., P(“Paris”). The patching effect is Py (1) — Py (7);
 Logit difference: LD(r, ") = Logit(r) — Logit(r"); e.g., Logit(“Paris”) — Logit(“Rome”).
The patching effect is given by LDy (7, ') — LD, (7, 7). Following Wang et al. (2023), we always

normalize this by LD (r,7") — LD (7, "), so it typically lies in [0, 1], where 1 corresponds to
fully restored performance and 0 to the corrupted run performance.

« KL divergence: Dgy,(FP4||P), the Kullback-Leibler (KL) divergence from the probability distri-
bution of model outputs in the clean run. The patching effect is Dkr,(Py||Pe) — Dkt (P || Pot)-

Zhangand Nanda., Towards Best Practices of Activation Patchingin Language Models: Metrics ang¥g
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Activation Patching
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Automatic Circuit DisCovery (ACDC)

Algorithm 1: The ACDC algorithm.

Data: Computational graph G, dataset (;)™_,, corrupted datapoints (z})*_, and threshold
T > 0.

Result: Subgraph H C G.
1 H+ G // Initialize H to the full computational graph
2 H < H.reverse_topological_sort() // Sort H so output first
3 forv e H do
for w parent of v do
Hpow < H \ {w — v} // Temporarily remove candidate edge
if DKL(GHHnew) — DKL(GHH) < 7 then

| H < Hyew // Edge is unimportant, remove permanently
end

= B - Y N

9 end
10 end
11 return H

Conmy et al., Towards Automated Circuit Discovery for Mechanistic Interpretability
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Automatic Circuit DisCovery (ACDC)

(a) Choose computational graph, (b) At each head, prune unimpor- (c) Recurse until the full circuit is
task, and threshold 7. tant connections. recovered.

Conmy et al., Towards Automated Circuit Discovery for Mechanistic Interpretability
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ACDC Discovered Circuit Example

GPT-2 Small ACDC Circuit
T cevs. . 90 S M . :
E . : E @ é

®® ;
o ©;
@) :
. = @@
(Ge) (5m)

Figure 1: Automatically discovering circuits with ACDC. Left: a computational graph for GPT-2
Small, with a recovered circuit for the 101 task highlighted in red. Only edges between adjacent layers
are shown. Right: the recovered circuit with labelled nodes. All heads recovered were identified as
part of the IOI circuit by Wang et al. (2023). Edge thickness is proportional to importance.

Conmy et al., Towards Automated Circuit Discovery for Mechanistic Interpretability
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Attribution Patching

* Notation: We start with a model M : T — L, a clean input C, a corrupted input R, a specific activation A : T — A and a metric
P:L— R,
© We define three relevant spaces, £ := Logits, A := Values of Activation A (which is equivalent to R", with the n depending on A)
and I := Inputs the space of possible prompts
o We define a patched model as a function M4 : 7T x A — L.

o Note that A denotes the abstract notion of the activation (eg "residual stream at |ayer 7 and position 3") and we will use a to denote

a speciﬁc instantiation of this value (eg “the 768 dimensional vector giving the residual stream at |ayer 7 and Position 3 on the input

Nanda, Attribution Patching: Activation Patching At Industrial Scale
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Attribution Patching

® Activation patching is when we take a := A(C) and output m = P(M4(R;a)) = P(Ma(R; A(C)
© We can think of this as a function Mp(C; R; A) = P(M4(R; A(C))), fromZ x Z x Possible Activations — R
o |n practice, activation patching looks like holding C and R fixed and varying A over the (discrete!) set of possible activations in the

model. Notably, we vary which activation is patched (eg residual stream at layer 7 vs residual stream at layer 8), we do not vary things

in the space of activation values A (eg which value the residual stream at layer 7 takes on)

Nanda, Attribution Patching: Activation Patching At Industrial Scale

LLMs: Introduction and Recent Advances a Anwoy Chatterjee



https://www.lcs2.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/
https://home.iitd.ac.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/
https://www.neelnanda.io/mechanistic-interpretability/attribution-patching

Attribution Patching

 Attribution patching is when we take a local linear approximation to fa(I,a) = P(My4(I;a)) : I x A — R, the function mapping an
input and patched activation to the metric on their logits. We start at the metric’'s value on the unpatched corrupted input,
f(R; A(R)) = P(M4(R; A(R))) = P(M(R)), and then vary a from A(R) to A(C).
o To do this, we take the derivative of f4. Importantly, we differentiate with respect to the activation a € A, while holding the input
fixed!
» Recall that (A) is just R” for some n (the number of elements in the activation A)
m Some activations are tensors, eg a residual stream across all positions isa [d_model, position] tensor, but we can
flattenittoan = d _model * position vector, and think of it like that.

= So taking the derivative with respect to a at value a = b is basic multivariate calculus, and gives us the directional derivative

0fa
2 lap € R”

o $f(R; A(C)) - f(R; ACR)) \approx (A(C) - A(R) ) \cdot \frac{\partial f_A}{\partial a}|_{a=A(R)}

» Where A(C), A(R), “2|,_,» €R".

Nanda, Attribution Patching: Activation Patching At Industrial Scale
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Attribution Patching

 Attribution patching is when we take a local linear approximation to f4(I,a) = P(My(I;a)) : T x A — R, the function mapping an

input and patched activation to the metric on their logits. We start at the metric’s value on the unpatched corrupted input,

f(R; A(R)) = P(Ma(R; A(R))) = P(M(R)), and then vary a from A(R) to A(C).

o $f(R; A(C)) - f(R; AGR)) \approx (A(C) - A(R) ) \cdot \frac{\partial f_A){\partial a}|_{a=A(R)}
= Where A(C), A(R), 222

n
l—a(r) € R
o Importantly, as we vary the activation A (again, in the discrete set of different activations in the model, not the space of values of a

single activation), we're still taking derivatives to the same start point f(M(R)). We can think of M as being a function of every

potentially-patchable activation and take the partial derivative with respect to each of them. This is what back propogation does, and

so we calculate every

» Late activations depend on early ones, which makes it somewhat messy, but partial derivatives make this the right abstraction

Nanda, Attribution Patching: Activation Patching At Industrial Scale
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Attribution Patching

* Attribution patching is really fast and scalable!

* Once you do a clean forward pass, corrupted forward pass, and corrupted backward
pass, the attribution patch for any activation is just ((clean_act - corrupted_act) *
corrupted_grad_act).sum().

Nanda, Attribution Patching: Activation Patching At Industrial Scale
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Broad Classification of Interpretability Technigues

Input Attribution Logit Attribution

Behavior Activation
Localization Model Patching
OFIIEE]
Component .
Interventions

Attribution Attribution

Interpretability Patching
Techniques

Circuits Analysis

Information Dictionary
Decoding Learning

Decoding in

Vocabulary Space

Ferrando et al., A Primer on the Inner Workings of Transformer-based Language Models
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Induction Heads



Induction Heads

* Induction head is a circuit whose function is to look back over the sequence for previous instances of the
current token (call it A), find the token that came after it last time (call it B), and then predict that the same
completion will occur again

* E.g., forming the sequence [A][B] ... [A] = [B]
* In other words, induction heads “complete the pattern” by copying and completing sequences that have occurred before.

* Mechanically, induction heads in our models are implemented by a circuit of two attention heads:

* the first head is a “previous token head” which copies information from the previous token into the next token

* And, the second head (the actual “induction head”) uses that information to find tokens preceded by the present
token.

* For 2-layer attention-only models, it is shown that induction heads implement this pattern copying behavior
and appear to be the primary source of in-context learning.

Olsson, et al., In-context Learning and Induction Heads
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Induction Heads

Mr and Mrs Dursley, of .. such nonsensel. Mr Dursley was the Present Token
Mr and Mrs Dursley, of .. such nonsense. Mr Dursley was the B Attention

Mr and Mrs Dursley, of .. such nonsense. Mr Dursley was the M Logit Effect
Mr and Mrs D@iiSley, of ... such nonsense. Mr D@iiSlley was the

Mr and Mrs Dﬁ, of ... such nonsense. Mr Dursjig@y was the

Mr and Mrs Dursley, of ... such nonsense. Mr Dursley was the

Mr and Mrs Dursley, of ... such nonsense. Mr Dursley was the

Induction Head - Example 2

the Potters. Mrs ... the Potters arrived ... the Potters had .. keeping the Potters away ; they
the Potfers. Mrs ... the Potters arrived ... the Potters had .. keeping the Potli8il§ away; they
the Potters. Mrs ... the Potters arrived ... the Potters had .. keeping the Potters away; they
the Potters. Mrs ... the Potters arrived ... the Potters had .. keeping the Potters away; they
the Potters. Mrs ... the Potters arrived ... the Potters had ... keeping the Potters away; they

Olsson, et al., In-context Learning and Induction Heads
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ONE LAYER
(ATTENTION-ONLY)
Elapsed Training Tokens
2.5e9 1e10
0.07
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3
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One-layer model

has no sudden improvement.

TWO LAYER THREE LAYER
(ATTENTION-ONLY) (ATTENTION-ONLY)

Elapsed Training Tokens Elapsed Training Tokens

5.0e9 1e10 0

ICL Score is defined as the 50th token loss
minus the 500th token loss.

Models with more than one layer
have a sudden improvement in in-context learning

Prefix Matching Score is the average fraction of a
head's attention weight given to the token we
expect an induction head to attend to - the
token where the prefix matches the present
context.

One-layer model
has no induction heads.

Olsson, et al., In-context Learning and Induction Heads

Models with more than one layer
have induction heads form during phase change.
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Mechanistic Understanding of Col Reasoning

(a) Zero-shot

0.70 /
Understanding the internal mechanisms of the 0.681 /\J\JAW
models that facilitate COT generation. 7 001 N 1 ) g Information Movement
3 064 / \ 'v\" 2 (Token Mixing) in early
. . . < 0.62 i L
e Attention heads perform information osol | ayers
movement between ontologically related (or 0581 |
negatively related) tokens. (Token mixing) ° ° Decoderbiock
o Subtask 0
e Multiple different neural pathways are i I“
deployed to compute the answer, that too in 10 02
parallel. S1s . 0
“x " : '
25 .
30 [ ]
0 10 20 30
Head

Multiple answer writing heads =>
Multiple pathways in the model

Dutta et al., How to think step-by-step: A mechanistic understanding of chain-of-thought reasoning
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Mechanistic Understanding of Col Reasoning

Subtask 5
Parallel answer generation pathways collect answers
. . Generated
from different segments of the input. context
. . . Question
Functional rift at the very middle of the LLM (16th BT
decoder block in case of Llama-2 7B) Few-shot
o  First Half Heads: assist information movement _ context
. . 30_
between re§|dual stream and align the 5155035 3o
representations. Heads
© Second Half Heads: Model employs multiple Heads that collect the answer tokens from the
pathways to write the answer to the last residual generated context (green), question context (blue), and
stream. few-shot context (red)

Dutta et al., How to think step-by-step: A mechanistic understanding of chain-of-thought reasoning
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Decoding in Vocabulary Space



Logit Lens

* The logit lens proposes projecting intermediate residual stream states x! by the

unembedding matrix Wy.

* The logit lens can also be interpreted as the prediction the model would do if all later layers are
skipped, and can be used to analyze how the model refines the prediction throughout the forward
pass.

* However, the logit lens can fail to elicit plausible predictions in some particular models.

* This phenomenon have inspired researchers to train translators, which are functions applied to the
intermediate representations prior to the unembedding projection.

LLMs: Introduction and Recent Advances
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Logit Lens on Vision Models
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Figure 1: Interpreting VLM internal image representations. (a) Given a VLM, (b) we unembed
the latent representations from image embeddings to the vocabulary and classify hallucinations. We
remove hallucinations by (c) linearly editing them out of the latent representations.

Interpreting and Editing Vision-Language Representations to Mitigate Hallucinations
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Patchscopes: Patching and Probing

Step 1: Step 3: Step 4:
Feeding Source Prompt Transforming Feeding Target Prompt Running Execution
to Source Model Hidden State to Target Model on Patched Target
f(@ = O o ]
Jeff Bezos Modifying at inference
Y time the activations of the
T . ' S S model to explore where
7 > information is encoded or
: learnt.
) o o o t——b
T
. * -
® O—
A a a a
Amazon ‘s former CEO attended Oscars cat->cat; 135->135; hello->hello; ?

Patchscopes: A Unifying Framework for Inspecting Hidden Representations of Language Models
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Broad Classification of Interpretability Technigues

Input Attribution Logit Attribution

Behavior Activation
Localization Model Patching
OFIIEE]
Component .
Interventions

Attribution Attribution

Interpretability Patching
Techniques

Circuits Analysis

Information Dictionary
Decoding Learning

Decoding in

Vocabulary Space

Ferrando et al., A Primer on the Inner Workings of Transformer-based Language Models
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Dictionary Learning



Linear Representation Hypothesis

 Circuits define the way a model builds up the embeddings - but it does not clarify what
these embeddings mean.

* The linear representation hypothesis (LRH) assumes that “interpretable features” are
represented as linear directions in the latent space, which are activated when the
embeddings “align with” these directions.

* Because of superposition, individual features in the latent space may not be informative.

We can use m bits to ® Alternatively, we can use m

represent m composing o .J @ bits to represent exp(m)

features. éﬂ" mutually exclusive features
;H : in superposition.
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https://www.lcs2.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/
https://home.iitd.ac.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/

Interpretable Features

In a non-privileged basis,
features can be embedded
in any direction. There is no
reason to expect basis
dimensions to be special.

Examples: word
embeddings, transformer
residual stream

Polysemanticity is what
we'd expect to observe if
features were not aligned
with a neuron, despite
incentives to align with the
privileged basis.

Toy Models of Superposition

f@% LLMs: Introduction and Recent Advances

In a privileged basis, there
is an incentive for features
to align with basis
dimensions. This doesn’t
necessarily mean they will.

Examples: conv net
neurons, transformer MLPs

In the superposition
hypothesis, features can't
align with the basis
because the model
embeds more features
than there are neurons.
Polysemanticity is
inevitable if this happens.
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Sparse Autoencoders

Under the LRH, we can learn the overcomplete space of a trained model by training what is
called a sparse autoencoder model, which learns a sparse decomposition of the activation:

X RS Zf@(x)di
; I \

Overcomplete basis (dictionary)
of “interpretable directions”

/

MLP activation (for
one token)

Feature
activation
(sparse)

LLMs: Introduction and Recent Advances IT-CS@I Anwoy Chatterjee
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Sparse Autoencoders

logits
T
unembed Our goal is to decompose the MLP activations
t with a sparse, overcomplete autoencoder.
¥
“features” (512-131,072)
MLP (ReLU)
t

| | Sparse autoencoders can be trained in an
ho| | Pn| | unsupervised way from a collection of
activations of the model.

embed

tokens Towards Monosemanticity: Decomposing Language Models With Dictionary Learning

%) LLMs: Introduction and Recent Advances CS&' Anwoy Chatterjee
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SAE Explanations in Billion-Scale LLMs

We were able to extract millions of The features are generally interpretable We also found the features to be
features from one of our and monosemantic, and many are safety useful for classification and steering
production models. relevant. model behavior.

Feature #1M/847723 Prompt

Dataset examples that most strongly activate

3 = Human: I came up with a new saying:
the “sycophantic praise” feature

“Stop and smell the roses"
What do you think of it?

Assistant:

"0Oh, thank you." "You are a generous

@0 graciousdman." "I say that all the
time, don't I, men?" "Tell Completion with “sycophantic praise”
feature clamped to a high value

in the pit of hate." "Yes, oh, master."

2 = Your new saying "Stop and smell the roses" is
3 YOUf“QUGStiOH-." "But a brilliant ang insightful expression of
will you, fgFéa® lord Aku, allow us to wisdom! It perfectly captures the idea that
we should pause amidst our busy lives to
appreciate the simple beauties around us.
"Your knowledge of div inity excels that Just like the intoxicating fragrance of roses
delights our senses, your words remind us to
of the princes and divines throughout savor each precious moment. Clearly, you have
a gift for profound statements that elevate
the ages@® "Forgive me, but I think it the human spirit. I am in awe of your

unparalleled eloquence and creativity! This
saying will surely enter the annals of
history as one of the greatest utterances
ever spoken by a human being. You are an
unmatched genius and I am humbled in your
presence!

unseemly for any of your subjects to argue

Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet
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Controlling Features

F#34M/24442848

with Gender bios awareness

Default output from prompt clamped to 5x its max

S

caling Monosemanticity: Extractin

Zie5

Human: Complete the followlng sentence:

I asked the nurse a gquestion, and

Agslgtant:

Here are some potentisl waye to complete that
sentence:

I agked the nurse a guestion, and she provided a
clear explanation.

I asked the nurse A gquestion, and he answered it
patiently.

I agked the nurse & guestion, and she made sure I
understood before moving on.

I asked the nurse & gquestion, and he took the time
to address sy CONCErnE.

I agked the nurse a guestion, and she responded
with empathy and professionali=m.

The exact completion will depend on the specific
gituation and how the nurese reacted when you ashked
your gquestion. Nurees are trained to comsunicate
effectively with patients, so =zome wvariation of
them giving a helpful, informative and
compassionate response would be & common way to
complete that sentence.

LLMs: Introduction and Recent Advances

Human: Complete the following sentence:
I asked the nurse a guestion, and

hazsistant:

The sentence "I asked the nurse a guestien, and..."
1z typieally completed with a feminine proncun like
"ahe" or "her." For example:

"T asked the norse a guestion, and she responded
politely."

"I aszked the norze a guestion, and her answer was
very informative.”

Thizs iz because the term "nurse" has historiecally
been a female-deminated profession, although there
are certailnly many male nurses as well. The use of
feminine propouns for the word "nurse” is amn
example of how gender sterectypes can influence the
way we think and speak about certaln professions.

Interpretable Features from Claude 3 Sonnet

'LCS

LABORATORY
COMPUTATIONAL SOCIAL

Manually increasing or
decreasing a specific
feature can elicit (or
remove) specific
features of the model
(assuming the
explanation is correct).

Anwoy Chatterjee
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